Demystifying

Generative Al
for Legal
Educators

Tracy Norton & Susan Tanner

AALS



OVERVIEW

What is Al? What is Introduction to Prompting
Generative Al Law Professor’s
and how does Sandbox

it work?



Artificial ntelligence

, , Decoding Al,
Machine Learning ) .
Machine Learning,
Deep Learming Learning, and
Generative Al

Generative Al



What is Al?

] I | | j OE Y
Machines performing Often learning from data Powering a wide range

human-like tasks without explicit of applications
programming

Artificial Intelligence is the field of study that enables machines to

simulate human intelligence and perform tasks that typically
require human cognition.




WE KEEP MOVING THE TARGET.

Whenever a once-astonishing capability becomes routine—chess
grandmaster play (1997), spam filtering (2003), voice dictation
(201 I)—we quietly re-label it “just software” and set a new bar
for what counts as Al. *

A. Gustafson, M. H. Goldberg & K. Gustafson,Why We Keep Moving the Goalposts on
Artificial Intelligence (XandY Analytics 2024) (“Al means ‘almost implemented.”).



Al in the Legal Industry Pre-2013
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MUCH OF THE “MAGIC” BEHIND GENAI DOES NOT COME
FROM WHAT WE THINK OF AS COMPUTER PROGRAMMING

Classical (Rule-Based) Software

Developers write explicit
instructions (“if X, doY”) in
languages like Python or Java.

Works beautifully for
calculators or having a
computer replicate our

knowledge

Data-Driven Machine Learning

You still write code, but most
of your “logic” lives in the data.

Training: feed the model billions
of text tokens; it learns
statistical patterns rather than
hard rules.

Deep Neural Networks

Layers of simple mathematical
“neurons” transform raw
tokens into higher-level
representations.

Millions or billions of
parameters are tuned via
gradient-descent, not manually
coded.
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Training data is treated differently
than reinforcement learning

Training data — a model for how to
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Reinforcement — did it get it right?
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Prompts: are a bit like a run command
and a bit like reinforcement.

[corpus ;ncoding]

Y

corpus



We “prompt” GenAl to do its thing — the “magic” happens
behind the scenes and then it communicates its results with

us.

Deep neural network
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The OUTPUT LAYER is
unique. It is not “extracted”

or “retrieved” from the
INPUT LAYER.




LARGE LANGUAGE MODELS ARE AS MUCH HUMANITIES AS
THEY ARE COMPUTER SCIENCE
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COMPUTATIONAL NATURAL LANGUAGE
LINGUISTICS PROCESSING



LLMS ARE
STOCHASTIC
PARROTS







ATTENTION IS...

...all you need. (Vaswani et al.,, 2017 - Cited by 180,227)
...the purest form of generosity. (Simone Weil)

...the beginning of devotion. (Mary Oliver)

...expensive to pay. (Song by Jhene Aiko)



HOW ARE LLMS TRAINED?
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CONCORDANCE TABLE

Target Corpus KWIC Plot File View Cluster N-Gram Collocate Word Keyword Wordcloud

Name: AmE06_Learned Total Hits: 87 Page Size 100 hits - © 1to 87 of 87 hits  ©

Files: 80 File Left Context Hit Right Context i
Tokens: 161469

1 AmE.. Itis, however, prompted by the need to place the  process  of taking moments in context. Moments of the Distribution
AmE0G_JOT.txt 2 AmE...fonline distance education. Successful online teaching isa  process  of taking our very best practicas in the classroom
2232’;832 3 AmE... in their parents' homes. The findings demonstrate that the  process  of zssimilation was not uniform for all groups. Some
AmEOS 104 txt 4 AmE.. with the Communist Party of Indonesia, which was in the ~ process  of being eliminated by Soeharto's New Qrder government.
AME06_J05.txt 5 AmE.. acred texts," the canon of modern children's literature. The  process  of creating or augmenting professional identity relied partie
AmE06_J05.txt 6 AmE... 2yes, you lack that protein. Now scientists are in the  process  of figuring out which proteins are coded for by
AmE05_JO7.txt 7 AmE...: (2004), Donlan and Martin (2004), and Pysek et al. (2004).  Process  of invasion At one level, the issue of invasive
(AME06_08.0ct 8 AmE....or and the other participants is formed, through which the  process  of knowledge acquisition is collaboratively created. (See Ch
i:ig:‘j?g:z 9 AmE..  expressan inference. Aninference , in turn, is amental  process  of linking propositions by offering support to one propositit
AMEOS J11.xt 10 AmE... een theoretically appropriate for expleining the adaptation  process  of newcomers who arrived in America in the early 20
AmE06_J12.txt 11 AmE... motoric instructions, either unmodified or modified by the  process  of overlap. We postulate a parallel language-specific proces
AME05_J13.txt 12 AmE... easured confounding is accounting for the findings, as the  process  of randomization makes the mathematical probability of su
AmE0_J14.txt 13 AmE... nt residue of mantle differentiation including the on-going  process  of seafloor spreading and building of island arcs. It
AmEOS_H?.txt 14 AmE... ikszentmihalyi's (1990) concept of “flow" is a more generel  process  of self-actualization. In flow, a person’s tasks
2:22’:1;::1 15 AmE...  a voice of “several strengths.” Her voice thereby enacts a  process  of the black community speaking to itself and explores
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AT BEST, ASKING GENERATIVE Al IS LIKE ASKING YOUR
AUNT BETTY FOR RESEARCH

It’s not necessarily going to be wrong,
but it’s not a trustworthy source.

It will probably get the common
knowledge parts right.



AT WORST, IT IS LIKE ASKING YOUR 4-YEAR-OLD
NEPHEWV.

. It will try to please you.
. If it doesn’t know the answer, it
will make one up.




Law Profs Gen Al.Sandbox

Welcome to the GenAl Sandbox

Empowering & Inspiring Law Professors in the Age of Generative Al

This sandbox is your resource for exploring how you might integrate artificial intelligence
into law school instruction. Whether you've never tried generative Al or you're already
building your own bots, our sandbox provides tailored resources to help you learn to use
Al to enhance your teaching and support your students' success.

Discover Your Al Persona: Take the Disposition Survey



https://sites.google.com/view/lwai/home
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